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Abstract 

Background:  Epistasis, the interaction between genetic loci where the effect of one 
locus is influenced by one or more other loci, plays a crucial role in the genetic 
architecture of complex traits. However, as the number of loci considered increases, 
the investigation of epistasis becomes exponentially more complex, making the selec-
tion of key features vital for effective downstream analyses. Relief-Based Algorithms 
(RBAs) are often employed for this purpose due to their reputation as “interaction-
sensitive” algorithms and uniquely non-exhaustive approach. However, the limita-
tions of RBAs in detecting interactions, particularly those involving multiple loci, 
have not been thoroughly defined. This study seeks to address this gap by evaluat-
ing the efficiency of RBAs in detecting higher-order epistatic interactions. Motivated 
by previous findings that suggest some RBAs may rank predictive features involved 
in higher-order epistasis negatively, we explore the potential of absolute value rank-
ing of RBA feature weights as an alternative approach for capturing complex interac-
tions. In this study, we assess the performance of ReliefF, MultiSURF, and MultiSURFstar 
on simulated genetic datasets that model various patterns of genotype-phenotype 
associations, including 2-way to 5-way genetic interactions, and compare their perfor-
mance to two control methods: a random shuffle and mutual information.

Results:  Our findings indicate that while RBAs effectively identify lower-order (2 
to 3-way) interactions, their capability to detect higher-order interactions is signifi-
cantly limited, primarily by large feature count but also by signal noise. Specifically, we 
observe that RBAs are successful in detecting fully penetrant 4-way XOR interactions 
using an absolute value ranking approach, but this is restricted to datasets with only 20 
total features.

Conclusions:  These results highlight the inherent limitations of current RBAs 
and underscore the need for the development of Relief-based approaches 
with enhanced detection capabilities for the investigation of epistasis, particularly 
in datasets with large feature counts and complex higher-order interactions.
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Background
Feature selection, the process of reducing the dimensionality of a dataset while pre-
serving or enhancing predictive power, is a critical step in machine learning (ML) [1], 
particularly when applied to computational genetics and bioinformatics. Genetic data-
sets often contain hundreds of thousands to millions of variants, representing single 
nucleotide polymorphisms (SNPs) or structural variants. These variants are encoded 
ordinally, with each containing an allele count, usually for the minor allele, scored as 0, 
1, or 2 for each individual [2, 3]. The primary goal in quantitative genetic studies is to 
identify which variants are significantly associated with a trait or disease state (pheno-
type) [2, 3]. For consistency with ML terminology, we refer to genetic variants as fea-
tures and phenotypes as outcomes. Traditionally, single-feature approaches, including 
quantitative trait locus (QTL) analyses and genome-wide association studies (GWAS), 
have been widely applied to determine which features have strong univariate effects on 
outcomes. However, these methods are limited in that they do not inherently capture 
non-additive genetic variation, which includes interactions between features [2–4]. 
Non-additive variation has been observed to have significant contributions to variance 
explained in various systems, including humans [5–9]. More recently, ML approaches 
have been leveraged not only to identify associations that may be missed by traditional 
methods but also to handle the complexity and scale of genetic data [10–13]. ML algo-
rithms can model non-linear relationships and interactions more effectively than tradi-
tional methods, making them well-suited for uncovering subtle and complex patterns 
in data [14]. Feature selection plays a crucial role in this process, as it enables the iden-
tification of the most relevant features while reducing dimensionality, thereby enhanc-
ing the performance and interpretability of the models [1].

In the context of genetic data, interactions between features, commonly referred to as 
epistasis, play a crucial role in understanding complex traits. Epistasis occurs when the 
effect of one feature is modified by one or more other features, leading to interactions 
that can either mask or enhance the combined effect [2, 3]. Epistasis can be understood 
in two distinct ways: statistical epistasis, which refers to the detection of interactions 
through significant results in linear or logistic models or via feature importance scores 
in ML algorithms, and biological epistasis, which describes the actual mechanistic inter-
play between features via biological pathways and functions [15]. Traditional approaches 
and ML techniques can detect statistical epistastic interactions which serve as a basis for 
follow-up validation studies aimed at explaining the underlying biological epistasis.

Despite its significance in the analysis of complex traits, epistasis is challenging to 
detect due to the exponential growth in possible interactions as the number of loci (n) 
considered in k-wise combinations increases. Simultaneously, the total combinations of 
k loci increases polynomially with n [16]. This expansion poses a formidable hurdle for 
feature selection, particularly when balancing the detection of univariate effects with the 
vast pool of potential interactions. Thus, developing a robust and efficient feature selec-
tion strategy is crucial for navigating and prioritizing features when employing ML tech-
niques in the analysis of epistasis in large, complex genetic datasets.

There are various methods and software packages built to detect epistatic interac-
tions in genetic data, each with their own strengths and limitations. A common short-
coming is that these approaches are exhaustive, requiring the generation of features or 
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model terms for each n choose k interaction considered, making them either compu-
tationally inefficient or impractical for large-scale analyses. However exhaustive search 
(when practical) comes with the benefit of indicating “which” features are involved in a 
given interaction. Another drawback is that most methods focus on interactions, requir-
ing separate tests to identify univariate effects. Linear mixed models (LMMs) are one 
method used for detecting epistasis [17], but exhaustive searches with LMMs are com-
putationally expensive and prone to overfitting [17]. While programs like PLINK [18] 
and BitEpi [19], implemented in C++, are highly efficient, their computational demands 
increase significantly with the number of features and interaction orders. Additionally, 
PLINK’s epistasis function is limited to second-order interactions and assumes a multi-
plicative (Cartesian product) model for all interactions [18]. Different interaction mod-
els, such as exclusive-or (XOR), have been shown to yield varying epistatic results when 
compared to Cartesian [16]. Moreover, LMMs and PLINK incur significant multiple 
testing burdens as the number of interactions considered increases, severely restricting 
the detection of significant interactions. BitEpi, although not limited by statistical test-
ing, can only be applied to case/control studies, not supporting multiclass or continuous 
outcomes [19]. Methods like BitEpi and Multifactor Dimensionality Reduction (MDR) 
[10–12] do not assume a strict model structure when constructing interactions or fea-
tures, making them more sensitive to various types of feature interactions, but still rely 
on exhaustive search. Lastly, HOGLmine [20], based on the significant pattern mining 
framework [21], leverages existing knowledge on protein-protein interactions to guide 
searches and extends genotype encodings beyond additive models to enhance interac-
tion sensitivity. However, HOGLmine also faces significant computational challenges as 
more features and higher orders are considered. Additionally, it suffers from the same 
statistical burdens as LMMs and PLINK, is restricted to case/control studies like BitEpi, 
and requires all SNPs within a genomic region to share the same encoding (e.g., domi-
nant or recessive). Despite their strengths, these methods have notable weaknesses, 
highlighting the need for a more comprehensive and efficient approach to detect both 
univariate and epistatic effects.

Relief-based algorithms (RBAs), a family of filter-based feature selection methods, are 
popular for genetic analyses as they can detect both univariate effects and interactions 
without exhaustively searching the entire parameter space [22]. Furthermore, RBAs do 
not create new variables for each possible n-way interaction and operate independently 
of ML algorithms [13, 22], increasing overall efficiency and allowing them to be applied 
to any analysis pipeline. Additionally, RBAs do not rely on a specific encoding, and they 
can be applied to binary, multiclass, and continuous outcomes. Unlike other methods, 
RBA implementations are easily accessible through a user-friendly Python package, 
skrebate, a scikit-learn compatible [23] collection of RBAs.

RBAs achieve their efficiency and thorough evaluation by iteratively updating feature 
weights (or proxy statistics) to measure a feature’s relevance to the predicting outcome 
value based on the concept of ‘near hits’ and ‘near misses’ in the training set. These hits 
and misses are categorized by comparing feature value differences between instance 
pairs. The nearest neighbors of a particular instance that are of the same class (or simi-
lar outcome value in continuous outcomes) are called the nearest hits, while the nearest 
neighbors that are of the opposite class are called the nearest misses. These identified 
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neighboring instances are then used to update feature weights. After execution, the 
RBA outputs the weight (feature importance) for each feature, which ranges from -1 to 
1, prioritizing maximally positive features [24]. As a result, RBAs rank features based 
upon their relative predictive power and, depending on the RBA, score features in terms 
of univariate effects, interactions, or both. While we focus here on the effectiveness of 
RBAs in genetic datasets, these algorithms are versatile, supporting various contexts and 
accommodating datasets with categorical or continuous features, missing data, noisy 
data, and binary, multi-class, or continuous outcomes. Consequently, RBAs are widely 
used in fields beyond genetics, including healthcare analytics [25], image processing 
[26], finance [27], cybersecurity [28], and environmental science [29]. For a comprehen-
sive overview of the implementation and applications of RBAs across different domains, 
see Urbanowicz et al. 2018 [22].

Due to the capability of RBAs to explore and detect both univariate and interaction 
effects and their limitations, a previous study benchmarked various RBAs within these 
contexts using a variety of simulated genetic datasets with known predictive features 
[13]. That study compared multiple RBAs on their capacity to detect univariate, epi-
static, and heterogeneous effects. Although the capability and efficacy of feature interac-
tion detection are dependent on the specific RBA employed, RBA algorithms identified 
features involved in 2-way and 3-way interactions with success under a variety of simu-
lation scenarios. However, all RBAs failed to assign larger scores to predictive features 
involved in simulated higher-order (4-way and 5-way) interactions (using datasets with 
20 features). Interestingly, in these experiments, the known predictive features were con-
sistently given highly negative scores (often with all predictive features ranked with the 
most negative scores). Thus, these features would be incorrectly disregarded by standard 
RBA feature ranking. In-line with this observation, we previously speculated that there 
may be an opportunity to capture higher order interaction effects with an alternative 
score ranking approach [13].

To better understand the potential limitations of RBAs in detecting higher order inter-
actions, it is helpful to revisit the foundational principles laid out in the original devel-
opment of the Relief algorithm. In the original research paper introducing the Relief 
algorithm, Kira and Rendell posit that “statistically, the relevance level of a predictive 
feature is expected to be larger than zero and that of an irrelevant one is expected to 
be zero (or negative)” [24]. A subsequent study, however, indicates that predictive fea-
tures might receive more negative scores under certain conditions [30]. Specifically, 
RBAs like ReliefF encounter difficulties in distinguishing between predictive and non-
predictive (random) features as the number of nearest neighbors increases, particularly 
within noisy datasets with complex associations [13]. Initially, RBAs tend to assign nega-
tive scores to random features due to minor asymmetries in their update mechanisms 
- where differences with nearest neighbors from the same class lead to negative updates, 
and those from different classes result in positive updates. As the number of neighbors 
increases, these updates begin to balance out, often resulting in zero estimates for ran-
dom attributes. Additionally, the presence of noise in the dataset further complicates the 
interpretation of these updates, potentially leading to the erroneous assignment of nega-
tive scores to predictive features. This influence of noise underscores the sensitivity of 
RBAs and raises considerations for their use in environments with complex higher-order 
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interactions. Such over-generalizations can mask the true discriminative power of pre-
dictive features, especially as the algorithm’s sensitivity to noise escalates in high-dimen-
sional settings. Consequently, in scenarios involving complex interactions, there may be 
a marked increase in assigning negative scores to genuinely predictive features, reveal-
ing either a critical limitation of RBAs or a potential opportunity that warrants further 
exploration to better define the boundaries of their interaction-detection capabilities.

A few questions arise from these previous observations: (1) Are RBAs indirectly 
detecting higher-order interactions (i.e., > 3-way) by assigning highly negative scores to 
predictive features? (2) Will this negative scoring of predictive features in higher order 
interactions persist in datasets with a larger number of features? And (3), Can abso-
lute-value ranking of RBA feature scores be employed to capture high order interac-
tions without significantly reducing their performance to detect univariate or 2 to 3 way 
interactions?

Detecting higher-order interactions in biological systems is a complex and challenging 
problem [16, 31]. Beyond the finite 4 and 5-way interaction results published in [13], the 
limitations of RBAs in detecting higher-order interactions, particularly in genetics, have 
not been clearly defined. Users employ RBAs with the expectation of detecting interac-
tions, given their reputation as “interaction-sensitive” algorithms, but it is not yet clear 
up to what order of interaction they may be capable of performing reliably, and in what 
contexts (e.g., number of features, number of instances). The purpose of this study is to 
determine whether absolute ranking improves the ability of RBAs to detect higher-order 
feature interactions while still identifying single-feature and multi-feature associations, 
or if RBAs are inherently limited in this regard.

Methods
Feature importance estimation algorithms

We chose to evaluate ReliefF [32], MultiSURF [13], and MultiSURFstar [33] (hereinafter 
referred to as MultiSURF*), RBAs for this study, due to their reliable performance over 
a large variety of problem domains, with higher-order feature interactions being their 
most notable limitation [13]. We used the skrebate v0.62 Python package [13] which 
includes all three algorithms, and have made all analysis scripts available in release v0.7.1 
on GitHub [34]. For the ReliefF algorithm, 10 vs. 100 nearest neighbors (NN) were exam-
ined for the run parameter traditionally labeled as k. To avoid confusion with the bino-
mial coefficient notation (n choose k) we will henceforth refer to this run parameter k as 
NN to avoid confusion. These two values of NN replicate the analyses of the benchmark-
ing paper [13] where NN = 10 yielded more positive scores for predictive features in 
higher-order experiments while NN = 100 yielded more negative scores [13]. We expect 
each setting of NN to yield different strengths and weaknesses. Particularly, in higher-
order interactions, we would expect that ReliefF with NN = 100 will outperform Reli-
efF with NN = 10 when using absolute value ranking, as non-predictive feature weights 
should trend toward zero at higher NN settings (dependant on overall data sample size) 
[30]. In all figures, standard rankings for these RBAs are denoted as ReliefF-10NN, Reli-
efF-100NN, MultiSURF, and MultiSURF* while absolute value rankings are denoted as 
ReliefF-10NN_ABS, ReliefF-100NN_ABS, MultiSURF_ABS, and MultiSURF*_ABS.
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ReliefF

ReliefF is an improvement over the original Relief algorithm [24, 35] and is now one 
of the most well-known and most used RBAs to date. In addition to discrete and con-
tinuous outcomes, ReliefF can handle multi-class and incomplete datasets as well [36, 
37]. Unlike Relief, which only uses the single nearest hit and nearest miss to update 
feature weights, ReliefF requires the run parameter, NN, denoting the number of 
nearest neighbors that will be used for feature scoring. In each training cycle, a target 
instance is chosen, and the NN nearest hits and NN nearest misses to that target are 
then used to iteratively update feature scores [22, 30].

MultiSURF*

Instead of using a specific number of NN for scoring, MultiSURF* identifies near-
est neighbors as well as ‘farthest instances’ using a boundary threshold, Ti , based 
on the mean pairwise distance between the target instance and others. It also uses a 
“dead-band” zone, based on the standard deviation of pairwise distances between the 
target instance and all others, to exclude ambiguously ‘near’ or ‘far’ instances from 
affecting feature scores. It was previously demonstrated that the inclusion of inverse-
scoring for ‘far’ instances improved power to detect pure pair-wise interactions in 
Relief-based feature ranking [33, 38]. While effective, ‘far’ scoring requires additional 
computational cost, and was also demonstrated to negate the ability of Relief-based 
algorithms to detect univariate effects in feature ranking and selection [13]. This 
makes MultiSURF* only suitable for detecting 2 or 3 way interactions.

MultiSURF

MultiSURF uses the same threshold ( Ti ) and dead-band introduced in MultiSURF* to 
identify nearest neighbors, however it omits ‘far’ scoring. This reduces computational 
complexity as well as regains the efficacy of the algorithm to detect univariate effects, 
but at the expense of a small degree in power loss to detect 2 or 3 way interactions 
[13]. This makes MultiSURF efficient for broader applications, particularly in large 
datasets where simplicity and processing speed are crucial. This approach provides 
robust analysis while minimizing computational burdens and removing the need for 
hyperparameter optimization [13, 22].

Score ranking schemes

We assess the performance of each aforementioned RBA in identifying known predic-
tive features in simulated genetic datasets by utilizing two ranking schemes: stand-
ard and absolute value. For standard ranking, we sort feature scores in descending 
order from the most positive to the most negative. This is the traditional strategy 
used inherently by RBAs. In absolute value ranking, we instead first convert all fea-
ture scores to their absolute value and then rank in descending order, such that highly 
positive and highly negative scores are prioritized. The aim is to have one algorithm 
and ranking scheme that can capture the highly positive scores of univariate effects 
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and lower-order interaction effects as well as the hypothesized highly negative scores 
for higher-order interaction effects.

Data simulation

Table 1 presents a detailed overview of 2,100 simulated datasets with binary outcomes 
for classification, building on those used in a previous Relief-algorithm benchmarking 
study [13]. The ‘configurations’ column details all variations across experiments per 

Table 1  Simulation study datasets. 30 replicates of each configuration are generated. ‘Simulation 
method’ is either ‘C’ (custom script) or ‘G’ (GAMETES). ‘Configuration Variations’ describes further 
variations to a given dataset group. For example, 50:50/75:25 refers to the ratio of instance subgroup 
prevalence in heterogeneous problems

Simulated 
data group

Configurations Config. 
variations

Predictive 
features

Total 
features

Model 
difficulty

Heritability Instances Simulation 
method

Description 
or pattern of 
association

XOR Model 20 2-way, 2 20, 40, 60, 
80, 100

N/A 1 1600 C

(Clean, n-way 
Epistasis)

3-way, 3

4-way, 4

5-way 5

Core Datasets 32 - 2 100 E, 0.05, 200, G

(Noisy 2-Way 
Epistasis)

H 0.1, 400,

0.2, 800,

0.4 1600

Number of 
Features

3 - 2 100, E 0.4 1600 G

(Noisy 2-Way 
Epistasis)

1,000,

10,000

100,000

4-Feature 
Heterogene-
ous

2 50:50, 2 100 E 0.4 1600 G

2-Way 
Epistasis

75:25

Noisy 3-Way 
Epistasis

1 - 3 100 E 0.2 1600 G

1-Feature 
Univariate 
Effect

8 - 1 100 E, 0.05, 1600 G

(Non-Epi-
static)

H 0.1,

0.2,

0.4

2-Feature 
Additive 
Effect

2 50:50, 2 100 E 0.4 1600 G

(Non-Epi-
static)

75:25

4-Feature 
Additive 
Effect

1 - 1 100 E 0.4 1600 G

(Non-Epi-
static)
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genotype-phenotype association pattern, including the number of predictive and total 
features, heritability (indicative of noise level), the number of instances, and model archi-
tecture complexity-categorized as easy (E) or hard (H) [39]. Each configuration produces 
30 replicate datasets using random seeds. Datasets are generated using custom scripts as 
well as the GAMETES v2.2 software package [40], which simulates a range of genotype-
phenotype relationships, including univariate, multivariate, and pure, strict interaction 
effects. “Pure” refers to an epistatic interaction with no univariate effects, “strict” refers 
to no lower-order effects (e.g., a 3-way interaction has no lower-order 2-way interac-
tions). These pure/strict models of epistasis are considered to be ‘worst-case scenarios’ 
with respect to difficulty of detection [40] in contrast with real-world interactions that 
may include univariate effects, and/or lower-order interactions that may facilitate the 
discovery of the overall interaction effect. In each simulated dataset, predictive and non-
predictive features are known beforehand. Unlike the original benchmarking study that 
primarily used datasets with only 20 features, we increase the minimum feature count 
in this study to 100 for a more robust evaluation, except in exclusive-or (XOR) data-
sets. These XOR experiments model pure, strict, and clean 2-way to 5-way non-linearly 
separable interactions with full penetrance [41]. “Clean”, refers to data with no noise (i.e., 
heritability = 1; lower heritabilites are termed “noisy”). Thus, these XOR datasets serve 
as straightforward toy examples of feature interactions. Feature counts for these XOR 
datasets range from 20 to 100 in 20-feature increments. This setup results in 20 distinct 
experiments across four orders of interaction and five feature levels, enabling a system-
atic evaluation of each RBA’s ability to detect low and high-order interactions as feature 
counts increase. The XOR datasets contain the only clean interactions simulated in this 
project, yet all simulated interactions are both pure and strict. These datasets are avail-
able upon request, and are similar to datasets publicly available on GitHub [42] that were 
used in previous benchmarking [13].

Experimental evaluation

We replicate the evaluation method from the previous benchmarking study [13] to com-
pare ranking performance between methods. As negative controls, we add a random 
shuffle method that randomly shuffles the features to yield their rankings as well as a 
non-RBA (mutual information) best suited to detecting univariate effects. Specifically, 
we used a scikit-learn implementation of mutual information [43] with default settings. 
Thus, we explore a total of ten different methods: the standard and absolute value rank-
ings of the four RBAs as well as random shuffle and mutual information (each with 30 
replicate dataset analyses).

For each dataset configuration: (1) The predictive features are known ahead of time. 
For each of the 30 replicate datasets and ranking schemes, we find the ranking of the 
lowest ranked predictive feature. For example, in a dataset with 100 features and 2 
predictive features, if the RBA ranks the predictive features as 1st and 5th, we save the 
5th position. In total, we obtain 300 of such rankings (30 per method). Only the worst 
ranked positions, or the “weakest links”, are considered, as missing even a single predic-
tive feature can cause RBAs to fail on feature selection problems with interactions. (2) 
Given n features in a dataset, there are n possible ranking positions. For each position, 
we compute the percentage of the 30 saved rankings that were placed higher than that 
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particular position. This process is repeated for each method, and in total, we obtain 
10*n percentages (n per method). (3) For analysis and visualization, we create heatmaps 
that summarize the experiments across all ten methods. Each heatmap consists of ten 
rows (one for each of the eight RBA methods (standard and absolute ranking), as well as 
random shuffle and mutual information). Each row has n grid squares. The percentages 
computed in the previous step are represented in the heatmap, where low percentages 
are encoded as orange-white and high percentages are blue.

In general, an effective feature scoring and ranking method would work towards max-
imizing the percentages calculated in this analysis. High percentages indicate that the 
saved predictive feature rankings are above most of the other feature positions. That is, 
all of the predictive features are consistently being placed in the top rankings, which is 
the desired result for RBAs. Therefore, a more intensely and consistently blue row in the 
heatmap signifies a higher performance level.

Results
Clean XOR low and high‑order epistasis

Figure  1 shows results for the clean XOR datasets with increasing epistatic order and 
total feature count. All RBAs perform equally well at detecting predictive features for 
2-way epistasis at all feature counts in contrast with Mutual Information and the ran-
dom shuffle negative control. However, in 3-way datasets, only ReliefF-10NN and Reli-
efF-100NN, using both standard and absolute ranking, consistently show high power 
as feature count increases with Relief-10NN yielding the highest observed power. Mul-
tiSURF predicts well at 20 features, but performance starts to diminish as features are 

Fig. 1  Heatmap results for pure and clean XOR epistatic datasets with increasing epistatic order and feature 
counts. The scale for power, as the frequency of success, is to the right of the heatmaps. Plot legend is located 
on the bottom right
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added with standard MultiSURF always outperforming MultiSURF_ABS. Interestingly, 
both MultiSURF rankings perform better at 100 features than at 80 features but only 
marginally so. MutliSURF* struggles in 3-way experiments but MultiSURF*_ABS out-
performs standard MultiSURF* in all feature counts (only marginally so at 40 features 
and above). This occurs because standard MultiSURF* ranks predictive features with 
more negative scores.

In 4-way experiments at 20 features, standard ReliefF-10NN, ReliefF-10NN_ABS, 
MultiSURF_ABS, and MultiSURF*_ABS display high power. However, the power of 
these RBAs immediately diminishes in data with 40 features and continues to dimin-
ish as more features are added. By 100 features, the power of RBAs to detect predictive 
features in 4-way datasets is negligible, comparable to the power of the random shuffle. 
This drop-off is steeper for MultiSURF_ABS and MutliSURF*_ABS compared to Reli-
efF-10NN. Finally for 5-way datasets with 20 features, standard ReliefF-10NN, stand-
ard MultiSURF*, ReliefF-10NN_ABS, ReliefF-100NN_ABS, and MultiSURF_ABS display 
marginal power in contrast with the random shuffle with standard ReliefF-10NN achiev-
ing the highest power. However, as seen in 4-way, performance sharply diminishes as 
more features are added with only marginal power levels at 100 features. Unexpectedly, 
Mutual Information provides some marginal power in 4-way and 5-way experiments, 
especially when feature counts are intermediate (40-80 features). ReliefF-10NN_ABS 
consistently outperforms ReliefF-100N_ABS in higher-order interactions. This observa-
tion is surprising since Relief-100NN_ABS is expected to perform better in higher-order 
experiments as non-predictive features should be scored near zero, leaving opportunity 
for informative features to be scored more negatively. Indeed, we do observe average 
scores of non-predictive features in 4-way and 5-way XOR experiments closer to zero for 
ReliefF-100NN_ABS (0.0019) compared to ReliefF-10NN_ABS (0.0061). However, this 
trend also holds true for predictive features with ReliefF-100NN_ABS scoring predictive 
features closer to zero on average in 4-way and 5-way experiments (ReliefF-10NN_ABS: 
0.011, ReliefF-100NN_ABS: 0.0024). Thus, unexpectedly, ReliefF-10NN_ABS showcases 
better performance in higher-order XOR interactions compared to ReliefF-100NN_ABS.

Noisy 2‑way epistasis

Figure  2 shows results for the core set of 2-way epistatic interaction datasets with 
varying heritability (noise) and training instances. These datasets are comparable to 
the core 2-way datasets in the original benchmarking paper [13] but with a higher 
feature count (100 vs. 20) and the addition of absolute value rankings. Datasets that 
are the most difficult are towards the bottom left of the figure, with low heritability 
(high noise) and few training instances, while datasets which have high heritability 
(low noise) and more training instances are on the top right. The standard rank-
ing performs slightly better in very noisy problems. Also, for very noisy problems, 
increasing the number of training instances increases the performance of the stand-
ard ranking substantially, but not as much for the absolute value methods. We find 
that RBAs assign predictive features with an absolute value very close to zero in nois-
ier datasets. In contrast, both ranking methods generally assign much larger positive 
values to predictive features in less noisy problems. As a result, when there is less 
noise, using absolute ranking does not harm the ability to detect predictive features 
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in these experiments. However, in very noisy datasets, where all feature scores are 
close to zero, with no very positive or very negative values, absolute ranking con-
founds ‘slightly good’ and ‘slightly bad’ features, making standard ranking perform 
better. Despite these trends, MultiSURF* is observed to have the highest power levels 
in most difficult dataset configurations when compared to other RBAs. Additionally, 
we observe that ReliefF-10NN outperforms ReliefF-100NN in dataset configurations 
with 200 training instances. However, ReliefF-100NN is superior as training instances 
increase.

Figure  3 shows results for 2-way epistatic datasets where total feature count 
increases by orders of magnitude from 100 to 100,000 and heritability set at 0.4. The 
standard and absolute ranking methods perform similarly well for datasets with 100 
and 1000 features. At 10,000 features, standard ranking slightly outperforms abso-
lute ranking in all RBAs with MultiSURF* having the highest power. However, Mul-
tiSURF*_ABS performs nearly as well as standard MultiSURF* at this feature count. 
This relationship is not observed at 100,000 features, where standard ranking outper-
forms absolute value ranking for MultiSURF and MultiSURF*. Standard MutliSURF* 
has the highest power at this feature count with MultiSURF*_ABS outperforming all 
other absolute value rankings as well. Thus, MultiSURF* may excel over other RBAs 

Fig. 2  Heatmap results for noisy 2-way epistatic (core) datasets with varying levels of heritability and training 
instances. The scale for power, as the frequency of success, is to the right of the heatmap. Plot legend is 
located on the bottom right. E and H stand for easy and hard model architecture difficulty, respectively
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when feature counts are very high for 2-way epistasis detection. ReliefF-10NN strug-
gles at 10,000 features. However, at 100,000 features ReliefF-10NN slightly outper-
forms ReliefF-100NN. Interestingly, absolute value rankings of both ReliefF-10NN 
and ReliefF-100NN outperform their respective standard rankings at 100,000 fea-
tures due to these RBAs assigning more negative values to predictive features using 
the standard ranking. Thus, in very large datasets, using an absolute value ranking 
scheme may be optimal when employing ReliefF.

Figure  4 presents results for datasets that model heterogeneity between two inde-
pendent 2-way interactions. This means there are two subgroups of instances, with one 
2-way interaction being predictive for one subgroup of data instances, and the other 
2-way interaction being predictive for the remaining data instances. One dataset mod-
els equal subgroup prevalence (50:50) while the other models unequal subgroup preva-
lence (75:25). Both the standard and absolute value rankings perform similarly well in 
the equal prevalence case. However, standard ranking significantly outperforms absolute 
value ranking in the unequal prevalence case. An exception to this is ReliefF-10NN as it 
has the lowest power in both subgroup prevalences with standard ranking outperform-
ing absolute value ranking.

Upon further inspection of feature score outputs for the unequal prevalence dataset 
(75:25), we notice that the four RBAs with standard ranking give the two predictive 
features associated with the more prevalent subgroup highly positive scores, the two 
predictive features associated with the less prevalent subgroup scores closer to zero, 
and the non-predictive features slightly negative scores. This explains the poor per-
formance of absolute ranking as non-predictive features will be close in value to fea-
tures of the less prevalent subgroup when the absolute value is taken. The predictive 

Fig. 3  Heatmap results for detecting noisy 2-way epistatic interactions with a heritability of 0.4 and 
increasing non-predictive features. The scale for power, as the frequency of success, is to the right of the 
heatmap. Plot legend is located on the bottom right
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features associated with the less prevalent subgroup received scores very close to zero 
because they are seen by the algorithm as non-predictive for most of the instances, 
which decreases their score. Taken together, predictive features associated with the 
less prevalent subgroup are ranked above the non-predictive features when using 
standard ranking, but below or similar using absolute value ranking. Notably, Multi-
SURF* achieves the highest power in the 75:25 experiment in both standard and abso-
lute value ranking comparisons.

Noisy 3‑way epistasis

All RBAs struggle to detect a 3-way epistatic interaction with a heritability of 0.2 
(Fig.  5). Notably, a heritability of 0.2 is used here rather than 0.4 due to a known 
limitation of the GAMETES simulator [13]. Standard RBA rankings, except those 
of MultiSURF*, display intermediate power in this experiment. These intermediate 
results are likely due to the lower heritability of the model. MultiSURF*_ABS margin-
ally outperforms standard MultiSURF*, which is also observed in the XOR experi-
ments, for the same reason - predictive features are given negative scores by standard 
MultiSURF*.

Non‑epistatic associations

Standard and absolute rankings performed similarly for all non-epistatic experiments 
with the major exception being MultiSURF* (File S1). As previously observed, Mul-
tiSURF* struggles to detect single locus and additive effects as it is tailored to detect 
feature interactions [13, 22]. However, in non-epistatic experiments with more than 
one predictive feature (additive models), MultiSURF*_ABS outperforms MultiSURF* 
(File S1). This is due to MultiSURF* giving predictive features negative scores in some 

Fig. 5  Heatmap results for noisy 3-way epistatic datasets with a heritability of 0.2. The scale for power, as the 
frequency of success, is to the right of the heatmap
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replicates, which increase in ranking when the absolute value is taken. Additionally, in 
the single feature (single univariate effect) experiment with varying levels of heritability 
and model architecture difficulty, ReliefF-100NN outperforms ReliefF-10NN at low her-
itability levels under the hard model architecture, however, the difference is marginal.

Discussion
This study was inspired by results from our previous benchmarking study [13], where 
predictive features for higher-order epistasis received highly negative scores from 
most RBAs using the standard ranking approach. These results, and the work of 
Robnik-Šikonja and Kononenko [30], led us to hypothesize that absolute value rank-
ing could effectively rank these features alongside main, additive, and lower-order 
epistatic effects. However the results of this study support the overall rejection of 
this hypothesis, more clearly defining the limitations of existing RBA algorithms with 
respect to higher order interactions (i.e., > 3-way epistasis).

In the original benchmarking study [13], only 20 features were used in most exper-
iments, except for a noisy 2-way experiment that increased the feature count from 
100 to 100,000. This study has replicated many of these simulations and experiments 
increasing the baseline feature count to 100 features in order to more robustly com-
pare traditional feature ranking with absolute value ranking. An exception to this 
are the XOR experiments, which were designed to provide pure, strict, and clean toy 
examples of how increasing feature counts affect the detection of higher-order epista-
sis. These XOR experiments highlighted the (now apparent) limitations of RBAs in 
detecting higher-order interactions without the need to explore larger feature spaces. 
Our results show that RBAs using an absolute value ranking can only reliably detect 
higher-order interactions when penetrance and/or heritability is high (low noise) 
and feature count is low (Fig. 1). Thus, we only recommend employing absolute value 
ranking in these RBAs for these specific conditions. Interestingly, standard ReliefF-
10NN displays the highest power levels and the least power decay across 4-way 
simulated XOR datasets as feature count increases. It also demonstrates the highest 
power in the simulated noisy 3-way epistasis experiment (Fig. 5). Therefore, when fea-
ture counts are low, ReliefF-10NN, using a standard ranking, could be a viable “best 
option” for 3-way and higher-order epistasis. However, even when these optimal con-
ditions are met, all RBAs struggle to detect 5-way interactions, regardless of feature 
count, RBA algorithm, and the ranking method employed.

Typically, real-world studies exploring epistasis consider large sets of features, 
reflecting the extensive genomic datasets now available [8, 16]. Our experiment with 
increasing feature count, up to 100,000 features in datasets with 2-way interactions 
(Fig. 3), effectively replicated the previous observation of how feature space size lim-
its RBA epistasis detection power [13]. Notably, wrapper algorithms such as TuRF 
[44] have been show to dramatically boost the performance in detecting 2-way inter-
actions with individual RBA algorithms in larger feature spaces. However, we don’t 
expect TuRF (or similar RBA wrappers) to improve the detection of 4-way or higher 
interactions when combined with absolute value ranking, given that this ranking was 
only effective in data with very small feature counts.
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Another replicated observation is the performance of MultiSURF* in 2-way epista-
sis experiments. When conditions are easy (low noise and lower feature counts), all 
RBAs perform similarly well. However, when conditions become more difficult, as noise 
and feature count increase, MultiSURF* provides the highest power in most configura-
tions (Figs. 2, 3 and 4). Thus, as previously observed [13], it is recommended to employ 
MultiSURF* when investigating 2-way epistasis alone, especially in more challenging 
conditions.

In summary, the above results replicate many of the previous findings in RBA bench-
marking [13], while definitively revealing the inherent limitations of these RBAs to detect 
higher order interactions (i.e., > 3-way) when applying either standard or absolute value 
ranking. While a niche “special case scenario” was identified where absolute value rank-
ing improved performance to detect 4-way interactions it is unlikely this will be particu-
larly useful in practice. A such, to date there are still no reliable and efficient methods for 
detecting higher order interactions in datasets with a large feature space, and that can 
be applied to data with different outcomes (e.g., binary, multi-class, continuous-values), 
handle missing data, and both categorical and quantitative features. This highlights the 
need to develop algorithms (including RBAs) that can flexibly conduct feature selection 
and/or detect high order interactions in datasets with a large feature space.

Conclusions
In this study, we explore the effectiveness of multiple RBAs, with standard vs. absolute 
value ranking, in identifying predictive features involved in low vs. higher-order epistatic 
interactions (e.g., 2, 3, 4, and 5-way). Our findings clearly define RBAs overall inability 
to reliably detect 4 and 5-way interactions. Notable exceptions are the use of standard 
ranking with ReliefF-10NN and absolute value ranking with ReliefF-10NN, MultiSURF 
and MultiSURF*, which displayed intermediate to high power in fully penetrant 4-way 
XOR interactions, but only in datasets with 20 or so features. Therefore, these RBAs 
exhibit substantial limitations in detecting interactions beyond 3-way. Developing RBA 
approaches specifically tailored to detect higher-order interactions could be a promis-
ing direction for future research. Additionally, future research will focus on investigat-
ing whether these limitations persist across other models of epistasis other than XOR 
or GAMETES-simulated genetic datasets. We will also investigate comparisons between 
wrapper algorithms, including TuRF [44], IterRelief [45], and VLS Relief [46], to deter-
mine the strengths and weaknesses of these approaches with respect to detecting both 
low and high order interactions with standard and absolute ranking. Finally, we aim to 
examine if novel RBAs and/or alternative ranking schemes may have the ability to better 
identify higher-order interactions.
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